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The Analysis of Change: Issues, Fallacies, and New Ideas

John M. Gottman and Regina H. Rushe

In this special section of The Journal of Consulting and Clinical Psychology, new ideas about how to
analyze change are presented in a format that is accessible to clinicians and clinical researchers.
Rogosa’s (1988) myths of longitudinal research are reviewed in an attempt to familiarize psycholo-
gists with the dangers of assuming (a) that regression toward the mean is unavoidable, (b) that differ-
ence scores are unreliable, (¢) that analysis of covariance is the way to analyze change, (d) that two
points are adequate to measure change, and (e) that the correlation between change and initial level
is always negative. An overview of the articles emphasizes what is new and improved in the design
and analysis of change. The articles are preceded with a conceptual discussion of how to measure
change over time when the stability of the criterion construct is high and there is little variance to
predict. Other articles discuss the form of change over time and how this can be an important tool in
testing specific hypotheses. Individual change over time can be described with short time-series anal-
ysis or sequential analysis of continuous data. Individual and group change over time can be de-
scribed in survival analyses or cohort-sequential designs. Some articles minimize the problems of
cohort-sequential designs by including cohorts of overlapping ages and comparing hierarchical
models of change. Discrete-time survival analyses have intuitive appeal, can include several types of
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predictors in the models, and are relatively simple to compute.

The general problems associated with the analysis of change
have long been considered crucial to the readership of this jour-
nal. In fact, in 1991, Newman and Howard edited a special sec-
tion of this journal on new clinical research methods, and many
of the articles of this special section were also concerned with
the analysis of change. Recognizing the importance of this con-
tribution, we now consider the problems associated with the
study of change.

We begin this introduction with some historical perspective.
In 1967, an edited book titled Problems in Measuring Change
appeared (Harris, 1967). This book raised a number of impor-
tant questions about the measurement and analysis of change,
and it also suggested some new techniques such as time-series
analysis of change within single subjects (the chapters by Camp-
bell and Holtzman). Since 1967, there have been many analytic
and conceptual developments, and a number of recently pub-
lished volumes reflect some of these (e.g., Collins & Horn, 1991;
Rovine & Von Eye, 1991; Von Eye, 1990a, 1990b). In our view,
many of the new ideas summarized in these volumes are, un-
fortunately, largely unknown to some of our most respected re-
searchers and journal reviewers. The lack of general dissemina-
tion of these new concepts has retarded progress on the study of
change in clinical populations. It has also led reviewers to rely
on reified timeworn cherished beliefs for what appears to con-
stitute state-of-the-art sound research practice in the study of
change. Unfortunately, not through any planning or design,
many of these cherished beliefs are based on little more than
fallacies.
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In this book, Rogosa’s (1988) chapter, “Myths About Longi-
tudinal Research,” addressed a number of these crucial fallacies
about the analysis of change. Unfortunately, because Rogosa’s
chapter is not widely known to clinical psychologists and to
clinical researchers, we will briefly summarize some of it here.
Rogosa’s chapter was concerned with methods for the analysis
of longitudinal data. He contended that longitudinal research in
the behavioral and social sciences has been dominated, for the
past 50 years or more, by a collection of related damaging myths
and fallacies. He argued that the development and application
of useful methods for the analysis of longitudinal data have been
impeded by these myths. Using a very simple model of linear
change over time, he challenged a number of cherished beliefs
about change and showed that they were fallacies. Let us con-
sider some of these cherished beliefs here.

Fallacy 1: In Change, Regression Toward the Mean Is an
Unavoidable Law of Nature

On the contrary, Rogosa showed that regression toward the
mean is not a law of nature but a mathematical tautology that
comes from using the standard deviation as a metric of change.
However, if the nonstandardized metric is used, regression to-
ward the mean need not occur. Regression toward the mean
implies that prescores far from the mean on either side of the
mean will move in toward the mean on postmeasurement, so
that prescores “‘squeeze in” toward the mean at postassessment.
However, in many applications, one obtains instead a “fanning
out” effect, which is the opposite of regression toward the mean.

Fallacy 2: The Difference Score Between Pre- and
Postmeasurement Is Unreliable

Contrary to Cronbach and Furby’s (1970) article, Rogosa
showed that the difference score is not intrinsically unreliable.



908 JOHN M. GOTTMAN AND REGINA H. RUSHE

On the contrary, under a wide range of (surprisingly) moderate
test-retest reliabilities, the change score itself is quite reliable.
Rogosa’s discussion supported Lord’s (1967) earlier landmark
article, which had pointed out that the change score is the most
natural metric of change and that the residual from an analysis
of covariance is often confusing. Lord had written, *““‘some peo-
ple assert that deviation from the regression line is the real mea-
sure of change and that the ordinary difference between initial
and final measurements is not a measure of change. This can
hardly be correct. If certain individuals gained 300 ounces, this
is a definite fact, not a result of an improper definition of
growth” (p. 23).

This leads us to the second most common mistaken belief
about the proper way to assess change, which is the analysis of
covariance (and derivative methods such as path analysis) in
which the prescore is the covariate.

Fallacy 3: Analysis of Covariance (ANCOVA—or
Related Methods Such as Path Analysis) Is the Way to
Analyze Change

Rogosa showed that residual change curves do not solve prob-
lems in the description of change over time, nor are ANCOVA
matrices informative about change. Rogosa reviewed
Goldstein’s (1979) results from a path analysis examining lon-
gitudinal reading test scores on a nationwide British sample at
three ages. Goldstein fit a regression equation between Time 1
and Time 2 scores, estimating a regression coefficient 31 and an
equation estimating Time 3 reading scores from the Time 1 and
Time 2 data, estimating 82 (the regression weight of Time 2
scores) and (3 (the regression weight of the Time 1 scores).
Goldstein found that 81 = 0.841, 82 = 1.11, and 83 = —0.147.
Goldstein was concerned about the negative estimate for 33 and
confused about how to interpret it. However, Rogosa showed
that, if one assumes only simple straight-line change functions,
83 is actually a parameter completely independent of the data
and dependent only on the times of measurement! This as-
tounding and alarming mathematical result shows how AN-
COVA (or its derivative methods) can yield completely incorrect
conclusions about change.

Fallacy 4: Two Points (Pre- and Posttest) Are Adequate
for the Study of Change

The next most common fallacy is that two measurement
times are really all one needs for a truly descriptive longitudinal
study. It is true that the pretest—posttest design is the most com-
mon design in the study of change, and two repeated observa-
tions do indeed constitute a longitudinal study. However, two
observations are not adequate for studying the form of change.’
Two observations can only estimate the amount of change. A
straight line can be passed between two points, but there is no
way to assess the adequacy of the line, nor is there a way to
compare the line with other functional forms of change. Rogosa
also showed that the amount of change can be deceptive. If the
rate of growth is not constant but depends on time, the amount
of change will depend crucially on the times of measurement,
and observations of individuals at a different set of two times
may give contradictory results. Hence, it could be misleading to

characterize growth by the amount of change. Rankings among
individuals can change as a function of the times of measure-
ment, and this will also be true of correlations of other variables
with change scores. Thus, in many respects, the pretest—posttest
design may be limited for the study of individual change and
individual differences in change.

Fallacy 5: The Correlation Between Change and Initial
Level Is Always Negative

A negative correlation between true change and true initial
level is best known as the Law of Initial Values (Lacey & Lacey,
1962; Wilder, 1957).2 It is also referred to as the “ceiling effect,”
because the idea is that change will be small if the initial level is
high. The negative correlation is also related to regression to-
ward the mean. Rogosa pointed out that other correlations have
also been discussed. He wrote,

*‘a zero correlation between change in initial status is known as the
Overlap Hypothesis, which dates back to Anderson (1939) and was
prominent in Bloom (1964). One interpretation of the Overlap Hy-
pothesis is that growth occurs via independent increments (similar
to the formulation of simplex models in Humphreys, 1960). A pos-
itive correlation between change and initial status corresponds to
‘fanspread’ where variances increase over time. The positive corre-
lation can be described as ‘them that has, gets’ ” (p. 182).

It turns out that the correlation between true change and true
initial level depends crucially on the choice of the time when the
initial level was measured. If we assume a straight line set of
growth curves, the correlation between true change and true
initial level will depend on when the initial level was taken. Both
in psychophysiology and in studies of academic growth, widely
different estimates of the correlation between true change and
true initial level are obtained (see Cacioppo & Petty, 1983; Cac-
ioppo & Tassinary, 1990; Rogosa, 1988).}

Overview of the Articles in This Special Section

Given that these cherished beliefs about the study of change
are actually fallacies, how are we to think about change, and

! There is a sociological tradition that ignores individual differences
(Coleman, 1968) and assumes that the parameters of the change func-
tion over time are constant across subjects; the emphasis here is on mean
change instead of individual change. This sociological tradition makes it
possible to estimate complex change curves even if the data are pretest—
posttest. Data from many subjects are combined into a single change
curve to estimate complex change curves from only two observations
per subject (see Nielson & Rosenfeld, 1981; Salemi & Tauchen, 1982;
Tuma & Hannan, 1984).

2 Rogosa noted that, with fallible scores, the correlation between ob-
served change and observed initial status is a poor estimate of the corre-
lation between true change and true initial status. The estimate is nega-
tively biased in addition to the attenuation. Rogosa wrote, “thus, be-
cause of the poor properties of this estimate, negative correlations
between observed change and observed initial status are often obtained
when the true-score correlation is zero or positive. The myth is stated
and discussed in terms of true scores because these are of primary sub-
stantive interest; although of less interest, a similar dependence on time
of initial status also holds for the observed score correlation” (p. 183).

3 See also Figure 2 of Patterson’s (1993) article, in which the fanning-
out effect is also observed in antisocial behavior.
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how are we to correctly analyze change? Fortunately, there are
now a number of well-worked-out solutions to the problems of
measuring change. The articles of this special section were cho-
sen to highlight currently available powerful techniques for
studying change over time, both within and across individuais,
in which we have repeated measures over time and in which we
are interested in terms of individual differences in change. In
this special section, we tried to solve two problems that have
existed with many previous attempts to communicate these
concepts. First, the new methodological approaches seemed
only remotely related to clinical issues. Second, they seemed
accessible only to the most sophisticated mathematical statisti-
cians, not to ordinary working researchers and clinicians. To
deal with these two problems, whenever possible, we tried to
have articles that served two functions: an illustration of the
approach to clinically relevant kinds of data and a practical in-
troductory primer for using the approach.

There are two kinds of issues addressed by these articles,
those represented by a single-subject approach and those repre-
sented by more common repeated measures designs that use
many subjects or groups of subjects.

Designs That Use Multiple Subjects and Multiple
Groups

The second group of articles concerned with the study of
change over time and individuals or across groups. Patterson’s
article begins with the conceptual and analytic problems of un-
derstanding the factors that contribute to change over time
when the stability of the clinically significant criterion construct
is high. He notes the problems with standard approaches to this
problem and shows how these research problems can be turned
into an opportunity for exploring the data. He then shows how
one can explore the data to discover alternative trajectories to-
ward the clinically significant criterion construct {(e.g., in his
article, antisocial behavior). Stoolmiller, Duncan, Bank, and
Patterson’s (1993) article on the study of change in psychother-
apy and patterns of client resistance illustrate the theoretical
importance of the form of the growth function over time in test-
ing different models of client resistance, such as the “working
through” model. The cohort-sequential design offers a most
promising short-term alternative for a truly longitudinal design
because approaching clinical problems with long-term longitu-
dinal designs is difficult and expensive. Anderson’s (1993) arti-
cle describes a project with the cohort-sequential design and
illustrates the power of the approach with an important data
set. Externalizing behavior and negativity in parent-child rela-
tionships is described in terms of growth, individual differences
in growth, and factors that affect the rate and pattern of growth.
Anderson also notes the challenges in approximating longitudi-
nal data through the use of overlapping cohorts. Raudenbush
and Chan (1993) also discuss cohort-sequential designs and the
many new problems posed in estimation and the potential lack
of overlap of different cohorts. They offer a general approach to
these problems with hierarchical linear modeling in an overlap-
ping cohort design. An interesting example with data about at-
titudes toward deviance in adolescence is provided. After a the-
oretical model for individual change is formulated with a
unique set of parameters, multiple models are fit to the data to

describe change, compare the adequacy of linear and curvilin-
ear growth models, estimate the correlation between initial
value and rate of change, and investigate the effects of time-
variant and time-invariant covariates. Willett and Singer’s
(1993) article on discrete-time survival analysis is a review of
literature from the Journal of Consulting and Clinical Psychol-
ogyas well as a primer on the subject. Survival analysis promises
to describe the onset, recovery, relapse, and termination of clin-
ical problems in a quantitive form that is useful to clinicians
and applied researchers. Both independent and dependent vari-
ables may fluctuate over time and still be included in discrete-
time models with standard logistic regression software.

Single-Case Approaches to Outcome and Process
Research

Crosbie’s (1993) article presents a new, powerful method for
single-case analysts of change over time using the interrupted
time-series design; the article shows how this can be done with-
out needing to know sophisticated time-series modeling meth-
ods and with very few data before and after the intervention.
This approach will have widespread importance in the evalua-
tion of change in patients in clinical trials where it is possible
to study people on a case-by-case basis, or in the case work of
quantitatively oriented clinical practitioners. The quantitative
data can be taken from self-reports of behavior (e.g., the spouse
observation checklist), ratings of the severity of target symp-
toms (e.g., depression, severity of headaches), and so on, limited
only by the imagination of the therapist. As such, Crosbie’s ar-
ticle is a new approach to single-case outcome research that
makes time-series methods available to the general clinician for
the first time. Gardner’s (1993) article is an equivalently power-
ful and elegant method for a single-case analysis of process re-
search in treatment using sequential analysis of continuous data
in dyads (such as patient and therapist). This approach makes
it possible to build models for interactive structures in psycho-
therapy process research (or research on interpersonal relation-
ships).

We have also selected these authors because they are all very
good teachers of very complex ideas. They are also teachers who
are aware of the practical problems that everyday working re-
searchers and clinicians face in trying to design their research
and analyze their data. We hope that these articles will intro-
duce readers to ideas that really represent major breakthroughs
in our ability to think about change.
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