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Seventeen "potential high school dropouts" in a. special-education program
were instructed to self-monitor their frequency of oral class participation (or
nonparticipation). The reactive and therapeutic effects of this self-monitoring
were assessed on three dependent variables using a multiple-time-series design
with two experimental groups, four experimental periods, and a crossover of
experimental treatments. Self-monitoring significantly affected 5s' rates of oral
class participation and to some extent their daily grades, but not their fre-
quency of extraclassroom visits to the teachers' office. The 5s showed an
increase in the particular response they were monitoring (i.e., talking or no
talking). The use of a time-series methodology is discussed.

The present study served two purposes:
Substantively, it was an extension of a previ-
ous study by McFall (1970) on the effects
of self-monitoring in behavioral assessment
and therapy. Methodologically, it was a dem-
onstration of the use of time series in psycho-
logical research, as previously advocated by
Gottman, McFall, and Barnett (1969).

It is becoming increasingly common for
behavior therapists to engage patients as ac-
tive collaborators in the data collection and
management aspects of their own therapy pro-
grams (Kanfer & Phillips, 1970). This de-
velopment, which has far-reaching clinical
and theoretical implications, has stimulated
research interest in two related problems:
(a) the reliability, validity, and reactivity of
self-monitoring as a data-collection procedure
(McFall, 1970; Webb, Campbell, Schwartz,
& Sechrest, 1966), and (b) the potential effi-
cacy of self-monitoring as a treatment com-

1 This study was sponsored, in part,- by the Madi-
son Public Schools and the Instructional Research
Laboratory, University of Wisconsin. The authors
are indebted to William Marsh, Beth Loeb, Missy
Taylor, Thulasi Bidappa, and Joyce Pajala for
their help. The contributions of Robert Clasen to
the implementation of the study, Donald Walsh to
the data collection, and Peter Moulton to the data
analysis are greatly appreciated. This study consti-
tutes a portion of a more extensive research project
submitted by John M. Gottman in partial fulfill-
ment of the requirements for the PhD degree.

2 Requests for reprints should be sent to Richard
M. McFall, Department of Psychology, University
of Wisconsin, Madison, Wisconsin S3706.

ponent in behavior-modification programs
(Harris, 1969; Johnson & White, 1971;
Kanfer, 1970; Kolb, Winter, & Berlew, 1968:
Leitenberg, Agras, Thompson, & Wright,
1968; McFall, 1970; McFall & Hammen,
1971; Rutner & Bugle, 1969; Simkins, 1969;
Stollak, 1967; Stuart, 1967).

These two research interests are recipro-
cally related. From the standpoint of data
collection, it would be undesirable if self-
monitoring proved to be a reactive procedure,
that is, if it exerted an uncontrolled influence
on the behaviors being observed. Thus, re-
search in the area of data collection is con-
cerned with assessing the extent to which self-
monitoring is reactive, and with developing
methods for eliminating or controlling such
effects. On the other hand, from the thera-
peutic standpoint, any reactivity associated
with self-monitoring could be considered a
potential asset; that is, it would be desirable
if such effects could be harnessed and used
constructively to foster positive behavioral
change. Research designed to uncover the
basic parameters governing the operation of
self-monitoring effects would bear on both of
these problem areas.

Unfortunately, there has been little con-
trolled research on self-monitoring. One of
the few such studies was reported by McFall
(1970). Following a base-line period, in which
all students' smoking rates during class pe-
riods were recorded unobtrusively, some stu-
dents were instructed to monitor and record
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FIG. 1. Time series with (a) no experimental effect
but significant difference between means, (b) an ex-
perimental effect but no significant difference be-
tween means, (c) an experimental effect with a
change in level at the point of intervention but no
change in slope, and (d) an experimental effect with
a change in slope but no change in level at the
point of intervention.

their own smoking frequency, while other stu-
dents were instructed to record the number of
occasions on which they considered smoking
but, for whatever the reason, did not do so.
Despite the fact that both groups were told
that the validity of the study depended on
their continuing to smoke "normally," stu-
dents who monitored instances of smoking
significantly increased their smoking fre-
quency, while students who monitored in-
stances of deciding not to smoke decreased
their smoking frequency. These results were
interpreted as demonstrating that self-moni-
toring has limitations as a data-collection
procedure because of its reactivity; con-
versely, it is potentially useful as a behavior-
modification agent for the same reason.

The present study was a logical extension
of McFalPs study. It involved an attempt to
replicate the earlier pattern of results on the
reactivity of self-monitored data collection in
a different setting, while also assessing the
therapeutic potential of self-monitoring pro-
cedures in a more controlled manner.

The data in this study consisted of daily
observations on each of three dependent varia-
bles for each S over a period of nearly one

semester. As such, the data represented de-
pendent observations collected over time and
provided an appropriate context within which
to employ a time-series analysis, as suggested
by Gottman et al. (1969).

Although time-series procedures are not yet
commonly used in the behavioral sciences,
they are potentially applicable in a wide va-
riety of psychological research settings, for
example, in laboratory research, in w-of-one
research, or when monitoring progress toward
objectives in an action-research setting. For
example, Glass and Maguire (1968) and
Campbell (1969) have illustrated the useful-
ness of time series for assessing the effects of
social reforms. The advantages of a time-
series methodology are the following: (a)
Time-series methodology provides a continu-
ous, descriptive record of the experimental
variables over the entire course of an experi-
ment, (b) Time-series data provide a source
of post hoc hypotheses when coupled with a
log of nonexperimental events, (c) Time-
series and multiple-time-series designs pro-
vide varying increments of control over non-
experimental variables in settings permitting
only quasi-experimental designs.

A number of statistical procedures have
been suggested for analyzing time-series data.
An analysis of variance, or correlated t test,
might be used to test for shifts in means be-
tween base-line and experimental periods;
however, such an analysis could be misleading
and inappropriate. For example, if it were ap-
plied to a series with a constant linear trend
(see Figure la), it might detect significant
differences between base-line and experimental
means, although such differences would not be
due to genuine treatment effects. Conversely,
if it were applied to a series where the means
of two treatment periods were the same but
the slopes were different (see Figure Ib), it
might lead to the erroneous conclusion that
there were no significant differences. To over-
come some of these problems, Campbell
(1969) has suggested using a regression dis-
continuity analysis, which tests for shifts in
the slope and intercept of linear regression
lines fitted separately to each experimental
period. Glass and Maguire (1968) and Gott-
man et al. (1969) have suggested using mod-
els based on the dependency nature of the
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time series to test for shifts in both level and
slope. These models resolve the analysis prob-
lems illustrated in Figure la and Ib by ana-
lyzing separately for changes in level (Figure
Ic) and slope (Figure Id).

Statistical Analysis

The time-series analysis in the present
study was performed using a computer pro-
gram developed by Glass and Maguire
(1968). This program is based on a model
called an "integrated moving average model
with deterministic drift" previously developed
by Box and Jenkins (1966, 1970). In this
model the n\ observations prior to interven-
tion are described by

Z i = L + / 3 i , Z, -

and by

E
»'=!

Z( = L + 5 + 7 E ft + &
i— 1

for the m observations after the intervention,
where

Zt is the value of the variable at time t ;
L is a fixed but unknown location param-

eter;
7 is a parameter descriptive of the depen-

dency in the time series, and takes values
0 < 7 < 2 ;

5 is the change in level of the series caused
by the intervention ;

j8, is a random normal variable with mean n
and variance <r2 ; and

fj. describes the rate of ascent or descent of
the time series.

If /3 is written as M + «, where a is a normal
random variable with mean 0 and variance <r2,
the equation for Z( prior to intervention be-
comes

Z, =
i=0

and one can see that at time t the series will
have drifted nyt units. In the analysis, least-
squares estimates are obtained for 6 and its
significance is tested. When 7 is known, L, p,
and 5 can be estimated from the least-squares
normal equations for the general linear model
(see Glass & Maguire, 1968, p. 72). These

least-squares estimates each have a t distribu-
tion with df = n\ + «2 — 3 when divided by
appropriate estimates of their standard errors.
When 7 is not known, as is usually the case,
Glass and Maguire say that a

Bayesian analysis using sample information about
7 is used in making inferences about 8. The posterior
distribution, h(7|Z), of 7 given a set of N observa-
tions and assuming a uniform prior distribution is
known to within a constant of proportionality. The
posterior distribution of 7 assuming a uniform prior
(in which case the posterior distribution is equiva-
lent to the likelihood distribution of 7) is given to
within a constant of proportionality . . . [p. 73].

Practically, this means that a table is gen-
erated for various values of y between 0 and
2. The maximum value of the posterior dis-
tribution fixes y and two t values, one for the
change in the level of the time series and the
other for the change in slope, These t values
test the null hypothesis that the series fol-
lowing the intervention can be represented by
the same model as the preintervention series,
with no significant shift in level or slope.

METHOD
Subjects

Seventeen high school sophomores from an inner-
city school (11 males, 6 females) served as Ss. They
all were participants in a larger, ongoing, special-
education project designed for "potential dropouts." 8

All students involved in the larger project had been
selected for inclusion as a function of having been
labeled by the high school staff, at some point, as
"emotionally disturbed," "culturally disadvantaged,"
"socially disadvantaged," "alienated," or "a poten-
tial dropout." An examination of the high school
records revealed, however, that the one behavioral
factor that best discriminated between project stu-
dents and students in the regular academic program
was their prior history of truancy. The mean rate of
absenteeism among project students was approxi-
mately twice that of nonproject students (19.12
half days absent per semester as opposed to 8.S1;
t = 2.11, p< .005).

The 17 experimental 5s were all members of one
particular class in which a wide range of content
topics, such as literature, social studies, politics,
family life, drama, and English, was taught, The
class met in the first period of the day, for 30
minutes, five days a week for one semester. The
teacher was an attractive young female with four
years of experience and a teaching certificate in
special education.

3 A more complete description of the special-edu-
cation project from which 5s were drawn is reported
by Gottman (1971).
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TABLE 1

SUMMARY TABLE OF TIME-SERIES ANALYSES:
TALK VARIABLE

Group

1

2

Time
period

B-P1
P1-P2
P2-FQ

B-P1
P1-P2
P2-FU

df

447
77
69

447
77
69

( for
change
in level

-1.00
-14.50*

20.20*

20.70*
26.00*

-4.27*

( fo r
change
in slope

4.67*
-1.46
-2.17*

-3.89*
.07
.79

Maxi-
mum
likeli-
hood
value
of 7

1.03
1.27
1.35

.85
1.79
1.54

Note.—B = base line; PI = Period 1; P2 - Period 2;
FU *= follow-ups.

* t < .05.

Dependent Variables
The dependent variables in the present experiment

were selected by means of a pilot study designed to
elicit the major goals of the project, as seen by all
the teachers involved. The teachers were asked to
keep a daily log of classroom events they considered
to be characteristic and important reflections of the
project's aims. Based on these "critical incident"
data (Flanagan, 19S4), two £s generated a Q-sort
deck (Block, 1961) of positive goal statements, along
with their bipolar opposites. The teachers then
sorted these goal statements on dimensions of
"characteristic-uncharacteristic" and "important-un-
important." Similarly, a random sample of project
students sorted the statements on these two dimen-
sions to reflect how they thought their teachers
viewed the project's goals. A principal-components
analysis, using a cutoff at eigenvalues less than one,
revealed that eight factors accounted for 80% of the
sorting variance.

Ultimately, seven specific objectives were articu-
lated from the factor analysis, and from these the
Es and teachers were able to define operationally
three critical dependent measures to be used for
purposes of program evaluation. These, in turn, were
selected as the relevant dependent variables in the
present study. They were as follows:

Talk scores. Improved class participation emerged
from the factor analysis as the primary program
objective. Therefore, using a random time-sampling
procedure,4 each student's rate of oral class par-

4 The school day was divided into eight 30-minute
time blocks, or "modules." To avoid a data over-
load situation and to satisfy teachers' demands that
each student's performance be monitored daily, a
time-sampling approach was devised by sampling
from modules so that all students were observed at
least once a day for one continuous module. Missing
data were handled by incrementing observations.

ticipation was observed for 30 minutes daily and
recorded. Throughout the 30-minute observation
period, every three seconds was designated as a
talk unit (see Flanders, 1967). An 0 recorded a
check for each S who spoke during each three-second
interval. From these data, each S was given a talk
score, which was equal to the total number of
checks he received in each three-minute segment;
thus, each S received 10 talk scores per day. The O
also tape recorded all observed sessions. These re-
cordings permitted 0 to check the accuracy of his
scoring; moreover, using a table of random num-
bers, a simple random sample of 10 tapes was scored
by a second 0 as a validity check. A satisfactory
level of inter-0 agreement was found (r — .S2).

Daily grade. At the end of each class, each student
was assigned a daily grade for that class by his
teacher. The grades ranged from 0 to 5, and were
intended to reflect task performance (0 = absent,
1 = present but no performance, 2 = minimal at-
tempt at task performance, etc.).

Office visits. The teachers, who all shared one
office, kept an unobtrusive record of the number of
times per day that each student entered the office
for any reason.

Procedure

The experiment involved a multiple-time-series
design, with two experimental groups, and a cross-
over of the experimental treatments. The experi-
mental time line, which extended over one semester,
was divided into the following periods: one week
for a pre-base-line period, eight weeks for a base-
line period, one week for the first self-monitoring
experimental period, one week for the second self-
monitoring period (where the treatments for the
two groups were reversed), and approximately two
weeks for a follow-up or retuui-to-base-line period.

The first week of the semester was devoted pri-
marily to class organization. The pre-base-line
period began in the second week of the semester,
when O entered the class for the first time and was
casually introduced by the teacher with this simple
explanation: "This is Don Walsh, who is here to ob-
serve me and my teaching, and to help me be a
better teacher." The O, who was a young adult male,
sat silently in the rear of the room during this class
for the remainder of the semester. He avoided inter-
acting with the students or responding to their ques-
tions. At first his presence and reserved manner
seemed to provoke some students into seeing if they
could elicit a response from him; however, they
seemed to habituate to his presence in about one
week.

The official base-line recording of students' oral
classroom participation began in the third week of
the semester. In all, the base line consisted of 40
days of observation. During this period, the teacher,
who still was unaware of the impending experi-
mental manipulations, attempted in every way she
could to encourage 5s to participate more actively in
class discussions, but with little success.
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On the forty-first day of class, the self-monitoring
experiment was initiated by giving the students the
following instructions:

I would like to ask your help in an experiment
to find out two things: how often you talk in the
class discussion, and how often you would like
to talk in the class discussion but do not. I am
passing out pink and green index cards [pass out
cards to predetermined individuals]. Those of you
with pink cards should make a check each time
you talk, whether it is a long comment or a very
short one. If you say something, and someone else
says something, and then you say something
again, then that would call for two checks. Those
of you with green cards should put down a check
each time you would like to talk but, for any
reason, do not. I would like you to participate
just as you normally would. Don't let the fact
that you are putting checks on these cards change
the way you want to participate. Any questions?

Five males and three females were given pink
cards; six males and three females were given green
cards. At the end of the class period, the teacher col-
lected the cards, which were 3 X 5 unlined index
cards with the name of each student already typed
at the top. This procedure was repeated for five
class days.

The second experimental period, which covered
the next five school days, was initiated by simply
reversing the instructions to the two experimental
groups; students who had been self-monitoring their
talking now were told to monitor their nontalking,
and vice versa. Otherwise, the experimental pro-
cedure was the same as in the preceding experimental
period.

The return-to-base-line period was initiated simply
by informing the students that the experiment had
been completed, thanking them for their cooperation,
and ceasing to distribute the colored cards. This
period continued until the end of the semester.

Throughout the entire semester, teachers continu-
ously kept a daily log of critical incidents, assigned
daily grades to each student, and recorded the fre-
quency of office visits.

RESULTS
Talk Scores

The effects of the self-monitoring instruc-
tions can be seen in Figure 2, which presents
group means for each time period. Table 1
presents the t ratios for changes in level and
slope, degrees of freedom, and maximum
likelihood values for y in the Box and Jenkins
model for each pair of time periods.

Figure 2 and Table 1 clearly show the pre-
dicted crossover effect with talk-monitor in-
structions resulting in an increase and no-
talk-monitor instructions resulting in a de-
crease in rate of oral class participation, as

5.0

.4.0

3.0
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I

BASE E, E2
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F.U.

FIG. 2. Group means on talk variable.

measured by O's records. However, the nature
of the effect on the within-group time series
is unclear. In the first experimental period,
the group receiving talk-monitor instructions
showed a significant increase in the slope of
their series (t = 4.67) but no significant
shift in the level of their series following in-
tervention (t = —1.00). In fact the negative
t value for level suggests a slight nonsignifi-
cant decline immediately following interven-
tion. In the second experimental period, the
group receiving the talk-monitor instructions
showed a significant shift in level (t = 26.00)
but not in slope (t = .07).

The within-group effect is similarly un-
clear for the no-talk-monitor instructions.
For the first experimental period, the no-talk-
monitor instructions resulted in a sharp im-
mediate rise in level and a sharp decrement in
slope (t for level = 20.70; t for slope =
—3.89). In Experimental Period 2, no-talk-
monitor instructions produced a significant
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FIG. 3. Polynomial regression curves for description
of within-period effects.

immediate shift downward in level (/ for level
= —14.50) with a slight nonsignificant shift
downward in slope (t for slope = —1.46).

The between-group effects of self-monitor-
ing were analyzed by using a first-order auto-

TABLE 2

SUMMARY TABLE OF TIME-SERIES ANALYSES:
GRADE VARIABLE

Group

1

2

Time
period

B-P1
P1-P2
P2-FU

B-P1
P1-P2
P2-FU

df

41
5
9

41
5
9

/ for
change
in level

-.15
.26

-.25

.11
-.03
-.12

t for
change
in slope

.15
-.26

.24

-.11
.03
.12

Maxi-
mum

likelihood
value of 7

.01

.01

.01

.01

.01

.01

regressive time-series model (Watts, 1967).
There were no significant differences in the
base-line period (F = .67) or follow-up period
(F=.7S) , but the groups differed signifi-
cantly in the two experimental periods (for
Period 1, F - 12.00, df = 1/78, p< .05; for
Period 2, F = 37.50, df = 1/78, p < .05).

To obtain a clear description of within-
period shifts, a third-order polynomial fit to
the data was performed. The results are pre-
sented graphically in Figure 3. The talk-moni-
tor instructions were characterized within
periods by the absence of linear trend, by an
immediate response component, and by a de-
layed decay component. The no-talk-monitor
instructions were characterized within periods
by an immediate decay response component
and by a delayed return-to-base response
component.

In summary, then, the reversal of the two
self-monitoring instructions produced a defi-
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nite crossover effect. The 5s in both groups
significantly increased their talking when
instructed to monitor talking; when instructed
to monitor nontalking, they tended to de-
crease their talking, although this effect was
not as pronounced. In general, these results
provide evidence for the differential reactive
effects of self-monitoring instructions on oral
class participation.

Grades

Figure 4 presents the group means for the
grade variable. Using the Glass and Maguire
(1968) computer program, no significant
within-group differences were found (see Ta-
ble 2). However, a between-groups analysis,
using the autoregressive time-series model, re-
vealed that there were no significant differ-
ences at base line (F = 2.00) but there were
significant differences in each of the remain-
ing periods (for Period 1, F = 50.00, df =
1/6, p < .OS; for Period 2, F = 150.00, df =
1/6, p < .05; for follow-up, F = 5.00, df =
1/10, p< .05).

In general, the effects of self-monitoring
instructions were less evident in the grade
variable than they were in the talk variable.
This may be due to the fact that grades were
less directly related to the behavior being
monitored, or it may be due simply to the
fact that there were fewer observations on
the grade variable (one grade per day) than
on the talk variable (10 scores per day).
Fewer observations would result in less power
to detect any effects. The possibility that
significant within-group effects would have
been obtained with an increase in observa-
tions is suggested by the presence of signifi-
cant between-group differences and also by
the fact that there was a strong correlation
between total daily talk and daily grade for
the entire sample of students in the project
during the base period (75% of the students'
correlation coefficients exceeded .40).

Office Visits

Figure 5 presents group means for office
visits. There were no significant within-group
differences (see Table 3), but significant be-
tween-group differences were present in all
periods (for the base-line period, F = 2.30,
df = 1/42, p < .05; for Period 1, F = 5.00,
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FIG. S. Group means on office visit variable.

df = 1/6, p < .05; for Period 2, F = 14.00,
df = 1/6, p< .05; for follow-up, F = 75.00,
df = 1/10, p < .05). In summary, the groups
maintained their distance from each other

TABLE 3

SUMMARY TABLE OF TIME-SERIES ANALYSES:
OFFICE VISITS VARIABLE

Group

1

2

Time
period

B-P1
P1-P2
P2-FU

B-P1
P1-P2
P2-FU

df

41
S
9

41
5
9

/ for
change
in level

1.23
-.38
-.44

.82 ,
-1.03

1.07

/for
change
in slope

-1.26
.38
.42

-.85
1.02

-1.10

Maxi-
mum

likelihood
value of T

.01

.01

.01

.01

.01

.01

Note.—B = base line; PI
FU = follow-uc.

: Period 1; P2 = Period 2;
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throughout the experiment and failed to show
the type of crossover effect which was evident
in the talk variable. Office visits and talk rate
were essentially uncorrelated. Only 17.7% of
the students' correlation coefficients between
total daily talk and office visits exceeded .40.
In contrast to the grade variable, therefore, it
is likely that even with more power a cross-
over effect would not be detected in this
variable.

DISCUSSION

The present experiment provided evidence
in support of the hypothesis that self-moni-
toring is a reactive data-gathering procedure.
When the student-Ss were instructed to moni-
tor and record their frequency of oral class-
room participation (or nonparticipation),
significant treatment effects were obtained on
the talk variable, marginal effects were found
on the grade variable, and no effects were
evident on the office visit variable. Thus, the
only measure to show clear-cut self-monitor-
ing effects was the one which students were
monitoring.

In general, instructions to self-monitor posi-
tive instances of oral participation led to in-
creased participation, while instructions to
monitor negative instances, or nonparticipa-
tion, resulted in less participation. The Ss
showed an increase in the particular behavior
they were monitoring. This directional pat-
tern of effect is consistent with the pattern of
results reported by McFall (1970). It re-
mains to be seen, of course, whether this
particular directional pattern is always ob-
tained when Ss self-monitor or, as seems more
probable, whether the particular direction of
the change is differentially affected by such
variables as the response being monitored,
the value 5 assigns to that response, the value
E assigns to that response, the point in the
response sequence where S makes his self-
monitoring response, and the consequences
resulting from shifts in the self-monitored
behavior. Kanfer (1970) has discussed these
and other variables, and has pointed to the
need for more research into the specific
parameters of the self-monitoring problem.

There was some indication in the results
of the present experiment that the magni-
tude of self-monitoring effects for the talk

variable was greater in the second experi-
mental period than in the first. This observa-
tion raises the interesting possibility that
there was a "rebound effect," with Ss who ini-
tially suppressed their talking under no-talk-
monitor instructions showing an increased
sensitivity to the effect of talk-monitor in-
structions during the second experimental
period. Appropriate control groups for testing
this possibility were not included in the pres-
ent design, but future research should explore
this observation.

Orne (1970) has suggested that in order to
demonstrate the therapeutic potential of self-
monitoring, it would be necessary to show
effects with Ss who represented extreme cases,
and to show that these effects could not easily
be achieved through simple instructions alone.
The present study, with its special S popula-
tion of "negativistic" problem students and
its extensive base-line efforts at achieving
increased classroom performance, would seem
to meet these criteria. Thus, these results
provide strong evidence of the potential
therapeutic utility of self-monitoring pro-
cedures.

The present study was carried out in a field
setting, it dealt with a "real-life" S popula-
tion of potential high school dropouts, its de-
pendent variables were selected precisely be-
cause they represented the special-education
goals of the teachers, and the experimental
assessment procedures were built into the on-
going special-education project within which
the self-monitoring experiment was per-
formed ; therefore, any improvements in class-
room performance resulting from the experi-
mental interventions represented authentic
therapeutic changes within the population
and setting being studied. In other words, it
is difficult to question the generalizability of
the self-monitoring effects because the ex-
perimental situation was essentially iso-
morphic with the situation to which one
would wish to generalize the results. One im-
plication of this fact is that the use of the O
to record students' talk behavior can be con-
sidered an example of an unobtrusive mea-
surement procedure. Because the O was a
natural part of the environment to which one
wishes to generalize, his data may be con-
sidered as archival, hence nonreactive, in
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much the same way that grades are consid-
ered to be archival data (see Webb et al.,
1966).

Finally, the multiple-time-series methodol-
ogy and analyses employed in this study made
it possible to achieve a satisfactory level of
quasi-experimental control in a research set-
ting as complex and confounded as this one.
Thus, the study has not only added to
the general understanding of the potential
reactive and therapeutic effects of self-moni-
toring procedures, but it has illustrated the
use of specific quasi-experimental designs and
data analysis techniques that should foster
more innovative, controlled, and informative
research on self-monitoring in the future.
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